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5.1 Introduction
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▪ A system of algebraic equations has the form

where the coefficients Aij and the constants bj are known, and xi represent the unknowns.

Matrix Form Augmented coefficient matrix



5.1 Introduction: Uniqueness of Solution
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▪ A system of n linear equations in n unknowns has a unique solution, provided that the determinant

of the coefficient matrix is nonsingular, that is, if |A| = 0.

▪ The rows and columns of a nonsingular matrix are linearly independent in the sense that no row (or

column) is a linear combination of other rows (or columns).

▪ If the coefficient matrix is singular, the equations may have an infinite number of solutions, or no

solutions at all, depending on the constant vector.



5.1 Introduction: Uniqueness of Solution
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Well behaved set of simultaneous 

equations with a unique solution 
A set of simultaneous equations with no 

solution. 

A set of simultaneous equations with an 

infinite number of  solutions.



5.10 Solution Techniques: Direct Methods
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▪ In the above table,U represents an upper triangularmatrix, L is a lower triangular matrix, and I denotes

the identity matrix.

▪ A square matrix is called triangular, if it contains only zero elements on one side of the principal

diagonal.



5.10 Solution Techniques: Gauss Elimination/Gauss Jordan Methods
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▪ In the above table,U represents an upper triangularmatrix, L is a lower triangular matrix, and I denotes

the identity matrix.

▪ A square matrix is called triangular, if it contains only zero elements on one side of the principal

diagonal.

▪ The Gaussian elimination algorithm consists of two basic steps: (1) eliminate the elements below the

diagonal and (2) back substitute to get the solution.



5.10 Solution Techniques: Gauss Elimination Method
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▪ The Gauss–Jordan method is essentially Gauss elimination taken to its limit. In the Gauss elimination

method only the equations that lie below the pivot equation are transformed.

▪ The main disadvantage of Gauss–Jordan elimination is that it involves about n3/2 long operations,

which is 1.5 times the number required in Gauss elimination.



5.10 Solution Techniques: Gauss Elimination Method
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https://textbooks.math.gatech.edu/ila/demos/rrinter.html?mat=4,-2,1,11:-2,4,-2,-16:1,-2,4,17&ops=m0:1.4,r0:2:1,r0:-
1:2,m1:1.3,r1:3.2:2,m2:1.3,r2:1.2:1,r2:-1.4:0,r1:1.2:0&cur=9

https://textbooks.math.gatech.edu/ila/demos/rrinter.html?mat=4,-2,1,11:-2,4,-2,-16:1,-2,4,17&ops=m0:1.4,r0:2:1,r0:-1:2,m1:1.3,r1:3.2:2,m2:1.3,r2:1.2:1,r2:-1.4:0,r1:1.2:0&cur=9


5.10 Solution Techniques: Gauss Elimination Method
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https://textbooks.math.gatech.edu/ila/demos/rrinter.html?mat
=0,1,2,5:5,3,2,-3:2,-1,6,4&ops=s1:0,m0:1.5,r0:-
2:2,r1:11.5:2,m2:5.48,r2:-2:1,r2:-2.5:0,r1:-3.5:0&cur=8

https://textbooks.math.gatech.edu/ila/demos/rrinter.html?mat=0,1,2,5:5,3,2,-3:2,-1,6,4&ops=s1:0,m0:1.5,r0:-2:2,r1:11.5:2,m2:5.48,r2:-2:1,r2:-2.5:0,r1:-3.5:0&cur=8


5.11 Solution Techniques: LU Factorization
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5.11 Solution Techniques: LU Factorization
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[L,U]=lu([4 -2 1;-2 4 -2;1 -2 4])

L =

1.0000         0         0
-0.5000    1.0000         0
0.2500   -0.5000    1.0000

U =

4.0000   -2.0000    1.0000
0    3.0000   -1.5000
0         0    3.0000



5.12 Solution Techniques: Iterative Methods (Gauss-Seidel)

12



5.12 Solution Techniques: Iterative Methods (Gauss-Seidel)
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5.13 Exercise (Solve using Gauss Elimination, LU Decomposition, 

Gauss-Jordan and Gauss-Seidel)
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5.13 Case Study
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